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We study the interaction of multi-picosecond Petawatt laser pulses at relativistic intensities with
overdense plasma using two- and three-dimensional kinetic particle simulations. We find that the
ponderomotive force of the laser causes perturbations of the target surface leading to high absorption.
We describe how non-linear saturation of these perturbations leads to emission of plasma from the
target surface, thus stabilizing the surface, keeping absorption continuously high and creating three
distinct groups of electrons with energies much greater than the usual ponderomotive scaling. We
discuss the electron energy distribution and their divergence for applications like the fast-ignition
approach to inertial confinement fusion.

PACS numbers: 52.57Kk, 52.65.Rr

The next generation of Petawatt short-pulse laser facil-
ities like NIF-ARC, OMEGA-EP or FIREX-I will deliver
up to 10 kilojoules of energy in focal spots with diame-
ters of 40 − 100 micrometers over several picoseconds at
optical wavelengths [? ]. Understanding the interaction
physics of such pulses with solid targets is essential for ba-
sic high energy density science, and for applications like
the fast-ignition approach to inertial confinement fusion
(ICF), where such lasers could be used as drivers [1, 2].

Previous theoretical studies of relativistic laser plasma
interaction have focused on sub-picosecond laser pulses
with diffraction limited focal spots typically less than
10µm [3–7]. The interaction leads to the generation
of ’hot’ electrons with Boltzmann-like energy distribu-
tions peaking near the laser ponderomotive potential
kB Thot = mec

2(
√

1 + a2
0 − 1) where a0 ≡ eE0/me c ωL

is the normalized laser field amplitude, resulting from
stochastic acceleration of electrons in the laser electric
and magnetic fields [3]. While fundamental absorption
mechanisms and hot-electron production in short-pulse
laser plasma interaction have been studied by many au-
thors [? ], a global picture of how these will interplay
in realistic multi-picosecond Petawatt laser irradiation of
dense plasma is still lacking.

This Letter addresses, for the first time, long-time evo-
lution of the interaction of realistic Petawatt laser pulses
with large spot diameters with over-dense plasma. We
find that the ponderomotive force of the laser causes
perturbations of the plasma interface leading to high ab-
sorption. We describe how non-linear saturation of these
perturbations leads to emission of plasma from the target
surface, thus stabilizing the surface, keeping absorption
continuously high. Laser power is converted into a beam
of energetic electrons that move, on average, in the laser
direction. Within this beam we distinguish three groups
of electrons with energies much greater than the usual
Thot scaling. We discuss the energy distribution within
the electron beam and its divergence for applications like
the fast-ignition approach to ICF.

The aim of this paper is to study the interaction of
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FIG. 1. Petawatt laser pulse interacting with over-dense
plasma, (a) at 1 ps; and (b) at 4 ps. Laser Poynting flux and
electron energy flux density along z (red); electron density
below 10nc (green); contour line of 10nc in blue; transverse
profile of input laser intensity (white).

an energetic laser pulse with over-dense plasma over sev-
eral ps at full scale through kinetic modeling in two- and
three dimensional particle-in-cell simulations [8]. We set
up a laser pulse with a transverse flat-top intensity pro-
file I(r, t) = I0 exp[−2(r/r0)8] × exp[−2((t − 3 t0)/t0)2]
where I0 = 1.37×1020W/cm2, and a focal spot diameter
2 r0 = 40µm, which is much larger than the diffraction-
limited spots typically used in current experiments at
comparable intensities [9]. This pulse contains ∼ 10 kJ
delivered to the target over 10 ps, consistent with fast-
ignition requirements [2]; it is linearly polarized in the
simulation plane with a wavelength λL = 1µm; rise time
t0 = 200 femtoseconds; for t > 3 t0, the time-dependent
factor is set to one. We find that it is important to
use a realistic rise time to avoid spurious effects. The
plasma consists of deuterium ions and electrons at den-
sity n0 = 100nc, where critical density nc = ω2

Lme/4πe
2.

This is sufficient to guarantee n0 � a0nc, the density at
which intense laser pulses are absorbed. After less than
1 picosecond, plasma expansion leads to a profile where
the bulk density is not visible to the laser. The simula-
tion box is 140µm wide and 120µm long, resolved with
50 cells per micron and 116 steps per laser period, us-
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ing 120 electrons per cell; particles are initialized with
a 0.1 keV thermal distribution. Boundary conditions are
periodic in the transverse- and absorbing for particles
and fields in the longitudinal direction.

Figure 1 illustrates the simulation set-up and early in-
teraction at t=1 ps, i.e., about 1.2 ps after the laser has
struck the target, and 3ps later. Small perturbations
cause surface rippling driven by the ponderomotive force
Fz ∼ B2

x/ls, where Bx is the laser magnetic field am-

plitude on the plasma surface and ls = c/ωp ∼ n
−1/2
e

is the plasma skin depth. These ripples grow with time
because plasma compression feeds back to an increased
push Fz through a shortened skin depth ls. The cor-
responding growth rate is of the order of femtoseconds,
i.e., the laser period [10]. The present case is different
from the gravitational Rayleigh-Taylor (RT) instability
with a magnetic field parallel to the surface, where mag-
netic field tension acts to stabilize the surface [11]; it is
not RT unstable in the classic sense, because acceleration
and density gradient point in the same direction.

Rippling of the plasma surface is responsible for sus-
tained high absorption because it prevents steepening of
the plasma surface observed in 1D simulations [12]. Here,
transverse gradients of the longitudinal electric field on
the target surface induce perpendicular magnetic fields
located at the side walls of filaments. These grow until
the geometry of the electric field is locally radially sym-
metric, so that |∇ ×E| << 1. The resulting ’porous’
structure of the laser-plasma interface, shown in Fig.2(a-
c), allows ions to move from over-dense to under-dense
regions and to replenish the under-dense plasma in front
of the target with electrons. In contrast, 1D simulations
predict an electrostatic sheath field near the point of ab-
sorption that is structured so that ions cannot escape the
bulk plasma. This steepening leads to an artificial reduc-
tion in absorption over the course of about 1.5 ps under
our laser and plasma conditions.

Non-linear saturation of the surface rippling sets in
when a surface ripple grows to ∼ 1/2 wavelength. Fig-
ure 2 presents a sequence of snapshots of the interac-
tion region near 2.5 picoseconds. Images 2(a-c) show the
ponderomotive pressure on the plasma surface which,
together with the corresponding electrostatic field Ez,
drops over a skin depth. When a surface ripple grows
to a fraction of a wavelength, the ponderomotive force
on its side wall drops, i.e., is ’shadowed’, and plasma es-
capes in the transverse direction (y-axis), see Fig.2(b).
Emitted electrons and ions are weakly magnetized in the
emission’s magnetic field of the order 100MG (ion veloc-
ity is about 0.01c, electron γ = 20) along the plasma
surface. This field is frozen in the expanding plasma,
so that a layer of plasma at a density near nc forms
near the surface over several microns. While plasma
is advected away from the surface and density drops,
the magnetic field is losing strength. At the end of the
plasma emission (see Fig.2c), the ripple is ’deflated’, lead-

2.5ps

-20fs

+150fs

t
im

e

FIG. 2. Surface emission of electrons; (a-c) snapshots of pon-
deromotive force |∇(< E2 +B2 >)/2|; blue and red boxes in-
dicate where spectra are taken; (d) energy spectra in left/right
box indicated on top of (a).

ing to nonlinear saturation of the instability and an ef-
fective stabilization of the surface. As a consequence,
the surface recedes without much pressure build-up in
the dense plasma. Tracking the location where the laser
is absorbed, we find that the surface moves at a near-
constant rate vs ≈ 5 × 10−3c, compare Fig. 1. This ve-
locity can be derived from momentum conservation be-
tween the impinging laser, plasma electrons and bulk
ions [3]. In our case, a large fraction of laser momen-
tum fa ≈ 0.7 − 0.8 is absorbed into relativistic elec-
trons, different from Ref. [3], while 1 − fa is reflected,
so the fraction of momentum transferred to bulk ions is
2(1 − fa). Hence, the momentum balance between the
laser pulse IL/c ≡ a2

0me c
2/2 and that absorbed in the

plasma writes (1−fa) a2
0ncmec

2 = 2Mi ni v
2
s , where ni is

the bulk ion density.
We now discuss how non-linear saturation of the sur-

face rippling leads to the generation of three groups of
fast electrons via distinct absorption mechanisms.

(1) For a clean plasma density step the interaction is
dominated by particles that originate in the over-dense
plasma region. Particles which, by means of their ther-
mal velocities in the bulk plasma, enter the vacuum re-
gion, get accelerated in the standing-wave pattern of the
laser electro-magnetic fields in front of the surface. Their
excursion length is a fraction of a laser wavelength before
they are pushed back into the target where they cease
to interact with the laser; as a result, their energy is
limited by the ponderomotive energy; the resulting en-
ergy spectrum has a cut-off near 1.5Ep ∼ 7 MeV for
a0 = 10 [12, 13]. The resulting energy spectrum is shown
by the blue curve in Fig. 2(d) which represents a region
with no recent electron emission. Figure 3 discusses the
evolution of electron energy spectra determined 3µm be-
hind the laser interaction region and corresponding den-
sity profiles in the laser spot region. By 2 ps the steep
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part of the density profile, where the first group of elec-
trons is generated, assumes a scale length of lp = 0.15µm
between nc and 10nc where laser is absorbed. This scale
is given by the Debye length for density a0 nc and temper-
ature a0mec

2, giving lp =
√
a0mec2/(4πe2a0nc), which

we confirmed by separate 2D simulations at various in-
tensities and initial plasma gradient lengths. The scale
length lp is independent of laser intensity and initial con-
ditions of the plasma, but depends on laser wavelength
alone. Emission of plasma from the target surface modi-
fies this idealized scenario in that 100 MG magnetic fields
generated by surface currents deflect electrons with sub-
ponderomotive energies, so that the net electron energy
flux behind the plasma surface drops locally.

(2) Laser interaction with the plasma emitted by de-
flating surface ripples, which extends as a density plateau
just below nc over several microns from the surface as
shown in Fig.3(b), accelerates particles to energies be-
yond the ponderomotive potential, giving rise to a sec-
ond group of electrons. This is shown in more detail
in Fig.2d, where we compare an energy spectrum imme-
diately behind the plasma emission (red curve) to one
at a location with no recent emission (blue curve). On
average, the plasma emission gives rise to a hotter spec-
trum than expected from a density step alone, because
the distance over which electrons interact with the laser
is extended compared to the clean interface [14].

(3) After a few picoseconds, the emission of particles
from the target surface leads to filling of the vacuum
region in front of the target with under-dense plasma.
Laser acceleration in this plasma gives rise to a third
group of electrons with energies up to 150 MeV in the case
considered here. The density profile flattens with time
and reaches a scale length of ∼ 50µm in which electrons
are accelerated via an inverse free-electron laser mech-
anism, giving a Boltzmann-like spectrum with a slope
Teff = 1.5 × (Ilaser/1018 W/cm

2
)1/2 ≈ 17.5 MeV, which

is much greater than expected from ponderomotive scal-
ing [14]. The density profile resembles an isothermal rar-
efaction ne(z, t) = ne,0 exp(−z/cst) with a sound veloc-

ity cs =
√

(Z mec2/Amp) a0 and an electron tempera-
ture a0mec

2 determined by the laser amplitude. Over a

wide range of laser intensities we find ne,0 ' 0.15nc a
1/2
0 ,

with the pre-factor determined by details of the surface
emission. The power driving such an isothermal rarefac-
tion 4(A/Z)mp ne,0 c

3
s amounts to only ∼ 1% of the inci-

dent laser power [15]. Due to the finite laser spot size, the
expansion remains one-dimensional until its scale length
exceeds the spot diameter, here at ∼ 4 ps, which explains
the asymptotic scale length of under-dense plasma ob-
served in our simulation.

We have verified the distinction between these groups
and the characterization of their histories by tracking
test particles in our simulation. Note that an unrealistic
ion mass or a transverse simulation box width less than

 0  50  100

0.01

0.1

1.0

10.0

100.0

z[µm]

n
e
/n

c

electron density in laser spot

/g/g92/kemp7/PRL2010/LARGESPOT!53NPA/
1.0,1.5,2.5,4,5ps

1ps1.5ps2.5ps

4ps
5ps

y=70+/-10um

17.5MeV

4.5MeV

1.5

4ps

2.5ps1.0

(a) (b)

5ps

FIG. 3. (a) Electron energy spectra and (b) electron density
profiles in the laser spot, for several times during the interac-
tion. Initial density profile and relativistic Maxwellian fits to
electron spectra are indicated by dashed lines as labeled.

ten wavelengths, in which the number of spatial surface
modes is limited, will lead to an under-estimation of the
surface emission effect. Another important assumption
made above is that the plasma kinetics depends only on
the ratio of ion charge and mass Z/A and not on A sep-
arately, which means that the time scales found here can
be generalized to any fully plasma. We have verified that
this is the case in separate simulations.

For applications of Petawatt lasers like fast-ignition
ICF, we discuss the energy distribution of the electron
beam as a function of time and its divergence more quan-
titatively. Figure 4 shows the partition of energy flux Pz

along the laser direction between absorbed light and the
laser-generated electron beam as determined behind the
absorption interface via

Pel = P0 Ly N
−1
z ni

∑
n

vn(γn − 1)wn (1)

over a 3µm deep volume across the simulation box, with
P0 ≡ mec

3nc = 2.74 × 1018W/cm2 and Nz = 150 the
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FIG. 4. Time-history of energy partition in laser generated
electron flux; (a) energy spectra for five time steps and rela-
tivistic Maxwellian distributions with T = 4.5 and 17.5MeV;
(b) energy flux spectra near Ep = 4.5 MeV; (c) longitudinal
components of net Poynting flux at z = 0, electron energy flux
at z = 90µm, and contributions by particles with E < 7 MeV
and E > 7 mEV; values normalized to peak injected laser
flux. Arrow indicates time lag due to distance between laser
injection and target surface

number of cells along z over which is averaged. On top
we show the net laser energy flux through the injection
plane at z = 0. It peaks at ∼ 0.7 ps before reflected
light reaches the injection plane. The time lag between
laser and electron flux is due to the finite distance be-
tween injection plane and target surface. At t = 1 ps
the fraction of energy coupled into the first group of
’ponderomotive’ electrons is ∼ 25% of the laser power;
this value drops with time due to pump depletion of
the laser in expanding plasma. Absorption into super-
ponderomotive energies rises from 15% at 1 ps to nearly
45% of peak power as the region in front of the target fills
with under-dense plasma. At 4 ps, the scale length of the
under-dense plasma reaches ∼ 50µm; the energetic tail
up to 150 MeV is generated by laser plasma interaction
in under-dense plasma. From the net Poynting flux in
the injection plane, shown in Fig. 4, we find that around
80% of the laser energy are absorbed. The difference
between the electron flux along z and the net laser flux
can be explained by the divergent nature of the electron
beam. Assuming the beam is symmetric, we get a mean
divergence angle of ±35◦ averaged across the simulation
box in 2D. This value is consistent with an alternative
measure of beam divergence as a Gaussian distribution

of energy flux density with respect to angle, determined
in the same 3µm deep box behind the laser spot in over-
dense plasma as the one used above.

Comparing the reference case shown above to a three-
dimensional simulation for a laser spot that is scaled
down by 1/2 in a smaller box with similar target con-
ditions, we find that 2D results (for laser polarization
in the simulation plane) are essentially a central cut
through an equivalent 3D run. However, an important
feature observed only in three-dimensional simulations is
the isotropization of the forward moving electrons in the
plane perpendicular to the laser propagation axis. In 2D
cartesian simulations, particles cannot gain momentum
perpendicular to the simulation plane for symmetry rea-
sons.

In conclusion, we have studied the interaction of re-
alistic Petawatt laser pulses with over-dense plasma for
several picoseconds using large scale kinetic particle in
cell simulations in 2D and 3D, to extrapolate by an or-
der of magnitude beyond what is experimentally acces-
sible today in terms of laser energy. We find that after
a few picoseconds more than 80% of the laser light are
absorbed into electrons that are more energetic than sug-
gested by ponderomotive scaling. Perturbations of the
target surface driven by light pressure lead to the emis-
sion of plasma into the vacuum region in front of the
target. Emission of plasma from the surface enhances
the absorption into super-ponderomotive electrons to lev-
els comparable to cases that started out with preformed
plasma, i.e., the interaction becomes largely independent
of initial plasma conditions; leads to non-linear satura-
tion of the perturbations; and, in turn, is responsible
for continuously high absorption. Steady absorption into
electrons around the ponderomotive energy at a 25% level
has important implications for fast ignition, where MeV
electrons deposit their kinetic energy to the dense core
of a compressed DT pellet. Due to the expected density-
length product of around 2 g/cm2 only electrons within
an energy range of 1-3 MeV will contribute significantly
to core heating.
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